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Summary

AProbabilistic Algorithms for Automatic Classification (AC)
A Naive Bayes

ATwo models:
A Univariate Binomial
A Multinomial (Class Conditional Unigram Model)

AParameter estimation & Feature Selection
AEvaluating an AC system




Motivation: Is this spam?

From: "™ <takworlld@hotmail.com>
Subject: real estate is the only way... gem oalvgkay

Anyone can buy real estate with no money down
Stop paying rent TODAY !
There is no need to spend hundreds or even thousands for similar courses

| am 22 years old and | have already purchased 6 properties using the
methods outlined in this truly INCREDIBLE ebook.

Change your life NOW !

Click Below to order:
http://www.wholesaledaily.com/sales/nmd.htm




Categorization/Classification

AGiven:

AA description of an instance, xI X, where X is the instance
language or instance space.
Alssue: how to represent text documents.

AA fixed set of categories:
C= {C1’ C2’ é Cn}
ADetermine:

AThe category of x: ¢(x)l C, where c(x) is a categorization
function whose domain is X and whose range is C.
AWe want to know how to build categ




Document Classification

Apl anning

language
Test proof \
Data: e i ntelligenceo
(AI) (Programmlng) (HCI)
Classes: T
ML |Plann|ng ”Semantlcs ”Garb Coll. | Multlmedla

Training learning planning programming garbage
Data: intelligence temporal semantics collection

algorithm reasoning language memory

reinforcement plan proof... optimization

network... language. region...

(Note: in real life there is often a hierarchy, not present in the
above problem statement; and you get papers on ML
approaches to Garb. Coll.)
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Text Categorization: examples

Assign labels to each document or Web-page:

ALabels are most often topics such as Yahoo-
categories
Ae.g., "finance," "sports," "news>world>asia>business"

ALabels may be genres

Ae.g., "editorials” "movie-r evi ews " " newsHf
ALabels may be opinion
Ae. g., fHAli keo, Ahateo, nNneutr a
AlLabels may be domain specific binary
Ae.g., "interesting-to-me" ; "not-interesting-to-me o ,
nspamospamnpt Nncontains adul

" Adoesndt o




Classification Methods (1)

AManual classification
AUsed by Yahoo!, Looksmart, about.com, ODP, Medline
AVery accurate when job is done by experts
A Consistent when the problem size and team is small
A Difficult and expensive to scale
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Classification Methods (2)

AAutomatic document classification

AHand-coded rule-based systems
AOne technigue used by CS deptods sp

AE.g., assign category if document contains a given boolean
combination of words

A Standing queries: Commercial systems have complex query languages
(everything in IR query languages + accumulators)

A Accuracy is often very high if a rule has been carefully refined over
time by a subject expert

A Building and maintaining these rule bases is expensive
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Classification Methods (3)

ASupervised learning of a document-label assignment

function
AMany systems partly rely on machine learning (Autonomy,
MSN, Verity, Enkata, Yahoo! 6 ¢

Ak-Nearest Neighbors (simple, powerful)

A Naive Bayes (simple, common method)

A Support-vector machines (new, more powerful)

Aé plus many ot her met hods
ANo free lunch: requires hand-classified training data

A But data can be built up (and refined) by amateurs

ANote that many commercial systems use a mixture of
methods




Bayesian Methods

ALearning and classification methods based on
probability theory.

ABayes theorem plays a critical role in probabilistic
learning and classification.

ABuild a generative model that approximates how data
IS produced

AUses prior probability of each category given no
Information about an item.

ACategorization produces a posterior probability
distribution over the possible categories given a
description of an item.




Bayeso Rul e

P(C, X)=P(C| X)P(X)=P(X|C)P(C)

P(XC)P(C)

PCIX) = =055




Maximum a posteriori Hypothesis

h,e T argmaxP(h| D)

hl H
- argmas CLNP(H)
hi H P(D)

As P(D) is
=argmaxP(D | h) P(h) constant

hi H




Maximum likelihood Hypothesis

If all hypotheses are a priori equally likely, we only
need to consider the P(D]h) term:

h, * argmaxP(D |h)

hl H




Naive Bayes Classifiers

Task: Classify a new instance D based on a tuple of attribute
values D =(x,X,,2 ,X,) intoone of the classes ¢,I C

Cyap = argmaxP(c; | X, X,,2 , X;)

c;l C
_ argmat 012 1% 16)P(C)
i C P(X,%;,2 ,X;)

= argmaxP(x,, %,,2 , X, |¢,)P(c;)

ch'C




Naive Bayes Classifier: Naive Bayes Assumption

AP(c)
ACan be estimated from the frequency of classes in the
training examples.

AP(Xq, %o, €4,[C)
AO(|X|"AC|) parameters

ACould only be estimated if a very, very large number of
training examples was available.

Naive Bayes Conditional Independence Assumption:

Assume that the probability of observing the conjunction of
attributes is equal to the product of the individual
probabilities P(x|c;).




The Nalve Bayes Classifier

runnynose sinus cough fever muscle- ache

AConditional Independence Assumption: features
detect term presence and are independent of each other
given the class:

P(X;,2 ,Xs|C) =P(X;|C)P(X,|C)Q P(X;|C)

AThis model is appropriate for binary variables
A Multivariate binomial model




Learning the Model

AN

AFirst attempt: maximum likelihood estimates
Asimply use the frequencies in the data

= N(C =c;)

o) =

= _ N(X; =x,C=¢))
B x |c,) = N(C=c)




NB Bernoulli: Learning

TRAINBERNOULLINB(C, D)
1 V «— EXTRACTVOCABULARY(DD)
N «— CouNTDOCS(ID)
for eachc € C
do N; +— CoOUNTDOCSINCLASS(ID, c)
prior|c| <~ Nc/N
for eachte V
do Ng «+ COUNTDOCSINCLASSCONTAININGTERM(ID, ¢, t)
condprobt||c] — (Ng +1)/(N,+2)
return V, prior, condprob

o 0N W




NB Bernoulli Model: Classification

APPLYBERNOULLINB(C, V, prior, condprob,d)
Vi <« EXTRACTTERMSFROMDOC(V,d)
for eachc € C
do score|c| < log prior|c|
for eachte V
doift € Vj
then score(c| += log condprob|t||c]
else score(c| += log(1 — condprob|t|[c])
return arg max_ score|c|

LN




Problem with Max Likelihood

runnynose sinus cough fever muscle- ache
P(X.,2 , X5 |C) =P(X,|C) CP(Xz IC)Q CP(XS |1C)

AWhat if we have seen no training cases where patient had no flu and
muscle aches?

X, =t|C =nf) =N ZLC=0T)

N(C = nf)

AZero probabilities cannot be conditioned away, no matter the other
evidence! < ~ =

?=argmax, ®c)O, Fx | c)




Smoothing

ALaplace smoothing
Aevery feature has an a priori probability p,

Alt Is assumed that it has been observed in a number of
m virtual examples.

n, +mp
P(x, |c) =~
n +m

AUsually

AA uniform distrbution on all words is assumed so that
p=1/[V] and m=|V]|

Alt is equivalent to observing every word in the dictionary
once for each category.




Smoothing to Avoid Overfitting

= _N(X; =x,C=c;)+1
(x| c;) = N(C=0) 7k

 #ofdiff. valuﬁ

ASomewhat more subtle version [

overall fraction in

K expresses the data where X=X,

different data bins :
N(X, =% ,,C= Cj) +mp

. C.)=
P ) N(C:C,-()_Jf%
extent of N
numb. of bins %

o




Stochastic Language Models

AModels probability of generating strings (each
word In turn) in the language (commonly all strings

over x ) . E. g. , uni gram model
Model M

02 the the man likes the woman
0.1 a SN -

0.01 man 0.2 0.01 0.02 0.2 0.01

0.01 woman \_/
0.03 said mU|t|p|y

0.02 likes

P(s | M) = 0.00000008

é




Stochastic Language Models

AModel probability of generating any string

Model M1
0.2 the
0.01 class

0.0001 sayst
0.0001 pleaseth
0.0001 vyon
0.0005 maiden

0.01 woman

Model M2
0.2 the

0.0001 class
0.03 sayst
0.02 pleaseth
0.1 yon

0.01 maiden
0.0001 woman

the class pleaseth yon maiden
0.2 0.01 0.0001 0.0001 0.0005
0.2 0.0001 0.02 0.1 0.01

P(s|M2) > P(s|M1)




Unigram and higher-order models

AP(QOQQ)
=P (e P(c|e)P(o oo P(efece)
AUnigram Language Models Easy.
p(.)p(Q) p(, ) PQ )<i Effective!

ABigram (generally, n-gram) Language Models
P(e)P(c o) Pg o ) P(e| )
AOther Language Models

AGrammar-based models (PCFGSs), etc.
A Probably not the first thing to try in IR
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Naive Bayes via a class conditional language model
= multinomial NB

///‘\\

AEffectively, the probability of each class is done as a class-
specific unigram language model




Using Multinomial Naive Bayes Classifiers
to Classify Text: Basic method

AAttributes are text positions, values are words.

Cys = argmaxP(c, )O P(x |c;)

cIC

= argmaxP(c; )P(x1 ="our’|c,)3 P(x, ="text"|c,)

cIC

A Still too many possibilities
A Assume that classification is independent of the
positions of the words

I Use same parameters for each position
I Result is bag of words model (over tokens not types)




Multinomial Nalve Bayes: Learning

AFrom training corpus, extract Vocabulary

ACalculate required P(c) and P(x | ¢) terms

AFor each ¢in Cdo
Adocs « subset of documents for which the target class is ¢,

|docs |
| total#document$

A P(Cj ) «

ATextj « single document containing all docs;
A for each word x, in Vocabulary
I n,« number of occurrences of x, in Text;

n +a
. P c.) « k
! (1) n+a |Vocabulary




Multinomial Naive Bayes: Classifying

Apositions« all word positions in current document
which contain tokens found in Vocabulary

AReturn cyg, Where

cys =argmaxP(c;) O P(x |c;)

¢l C ii positions




Naive Bayes: Time Complexity

ATraining Time: o(D|L, + [C|[V]))
where L, Is the average length of a document in D.

AAssumes V and all D;, n;, and n; pre-computed in O(|DIL,)
time during one pass through all of the data.

AGenerally just O(|DJL,) since usually |C||V| < |D|Lg4

ATest Time: o(c| L)
where L, Is the average length of a test document.

AVery efficient overall, linearly proportional to the time
needed to just read in all the data.




Multinomial NB: Learning Algorithm

TRAINMULTINOMIALNB(C, D)
V « EXTRACTVOCABULARY(ID)
N « CouNTDocCs(ID)
for eachc e C
do N, « COUNTDOCSINCLASS(ID, c)
prior[c| < N./N
text, «+— CONCATENATETEXTOFALLDOCSINCLASS(ID, c)
for eacht eV
do T,; <« COUNTTOKENSOFTERM(fext,, t)
for eacht € V

do condprob|t|[c| «— N > (?;i-l)

return V, prior, condprob

SO XN W=

b

[y
[




Multinomial NB: Classification Algorithm

APPLYMULTINOMIALNB(C, V, prior, condprob,d)
W « EXTRACTTOKENSFROMDOC(V,d)

for eachc e C
do score|c| « log prior|c|

for eacht e W

do scorec| += log condprob|t||c|
return arg max_ score|c|

Sy U W N =




Underflow Prevention

AMultiplying lots of probabilities, which are between 0 and 1 by
definition, can result in floating-point underflow.

ASince log(xy) = log(x) + log(y), it is better to perform all
computations by summing logs of probabilities rather than
multiplying probabilities.

AClass with highest final un-normalized log probability score is
still the most probable.

Cyz =argmaxdogP(c;)+ Q logP(x |c;)

¢l C il positions




Note: the two models

AModel 1: Multivariate binomial
AOne feature X, for each word in dictionary
AX,=true indocumentd if wappears ind

ANaive Bayes assumption:

AGi ven the documentds topic, appear
tells us nothing about chances that another word appears

AThis is the model used in the binary independence
model in classic probabilistic relevance feedback in
hand-classified data (Maron in IR was a very early
user of NB)




Note: the two models (2)

AModel 2: Multinomial = Class conditional unigram
AOne feature X, for each word pos in document
Af eatureds values are all words in
AValue of X; is the word in position i

ANaive Bayes assumption:

AGi ven the documentdés topic, word i
us nothing about words in other positions

ASecond assumption:
AWord appearance does not depend on position

P(X; =w]|c) =P(X, =w]c)

for all positions i,, word w, and class c

A Just have one multinomial feature predicting all words




Parameter estimation

ABIinomial model:

ﬁxw =truej|c.) = fraction of documents of topic ¢
’ in which word w appears

AMultinomial model: . . . .
ﬁ _ _ fraction of times in which
Xi _ Wl Cj ) - word w appears
across all documents of topic c;

ACan create a mega-document for topic j by concatenating all
documents in this topic

AUse frequency of w in mega-document




Classification

AMultinomial vs Multivariate binomial?

A Multinomial is in general better
A See results figures later




.l - P
NB example

A Given: 4 documents
A D1 (sports): China soccer
A D2 (sports): Japan baseball
A D3 (politics): China trade
A D4 (politics): Japan Japan exports

A Classify:

A D5: soccer
A D6: Japan

A Use
A Add-one smoothing

A Multinomial model
A Multivariate binomial model




An example of Naive Bayes

AC = {allergy, cold, well}
Ae, = sneeze; e, = cough; e; = fever
AE = {sneeze, cough, xfever}

Prob Well Cold | Allergy

P(c) 0.9 0.05 0.05
P(sneeze}) 0.1 0.9 0.9
P(coughf) 0.1 0.8 0.7

P(fever|c) 0.01 0.7 0.4




An example of Naive Bayes (cont.)

Probability Well Cold Allergy
P(c) 0.9 0.05 0.05
P(sneeze ) 0.1 0.9 0.9
P(cough |g) 0.1 0.8 0.7
P(fever | g) 0.01 0.7 0.4

E={sheeze, cough fever}

P(well | E) = (0.9)(0.1)(0.1)(0.99)/P(E)=0.0089/P(E)
P(cold | E) = (0.05)(0.9)(0.8)(0.3)/P(E)=0.01/P(E)
P(allergy | E) = (0.05)(0.9)(0.7)(0.6)/P(E)=0.019/P(E)

Most likely class is allergy as:
P(E) = 0.0089 + 0.01 + 0.019 = 0.0379
P(well | E) =0.23, P(cold | E) =0.26, P(allergy | E) = 0.50




Feature Selection: Why?

A Text collections have a large number of features
A 10,0007 1, 000, 000 unigue words ¢

A Feature Selection:

A isthe process by which a large set of available
features are neglected during the classification

A Not reliable, not well estimated, not useful
A May make using a particular classifier feasible,
e.g. reduce the training time
ASome cl assifiers canot deal w

A Training time for some methods is quadratic or worse
In the number of features

A Can improve generalization (performance)
A Eliminates noise features+ Avoids overfitting




Feature selection: how?

ATwo idea:

AHypothesis testing statistics:

A Are we confident that the value of one categorical variable is
associated with the value of another

A Chi-square test

Alnformation theory:

AHow much information does the value of one categorical variable give
you about the value of another

A Mutual information

AThey Or e sd? mebsbres confidelcd ih association, (based
on available statistics), while Ml measures extent of association
(assuming perfect knowledge of probabilities)




2 statistics (CHI)

APearson's chi-square is often used to assess a tests of
Independence.

AA test of independence assesses whether paired observations
on two variables, expressed in a contingency table, are
Independent of each other T for example, whether docs in
different classes differ in the observation of a given feature (i.e.
word).

AEX. of a contingency table

Term =jaguar | Term , jaguar

Class = auto 2 500

Class , auto 3 9500



http://en.wikipedia.org/wiki/Contingency_table

L
c? statistics (CHI)

A c?is interested in (Obs i Exp)?/Exp summed over all
tabl e entries: Il s the obseryv
expect given the marginals?

A Expected Values (assuming full independence), i.e.
the "theoretical frequency" for a cell, given the
hypothesis of independence _

P > k=1 Oik 2 =1 Ok,
LEN) )
N

i (Oij — Eij)*
14=1 Et',j

A c2 Value: r
X?

"




L
c? statistics (CHI)

El,]. - %?\T(OI,I(OLI + 01,2) + 01,2(01,1 + 01,2)) —
- %000 5(2(2+3)+500(2+3)) =025

72(j.a)=> (O-E)/E =(2-.25)/.25+(3-4.75)*/4.75
+(500 —502)% /502 + (9500 —9498)% /9498 =12.9 (p <.001)

Term = jaguar Tg_r_m_,..jaguar------ -------- expected: E
Class = auto 2. (025 | 500 (502)
Class_ auto ; (475) ............ 3500 (9498) 1" observed: O
AThe null hypothesis is rejected with confidence .999,

Asince 12.9 > 10.83 (the value for .999 confidence).




L
c? statistic (CHI)

There is a simpler formula for 2x2 c2:

B N x (AD — CB)?
€)= (A+C)x (B+D)x (A+ B) x (C+ D)

A = #(t,C) C = #(-t,C)

B = #(t,~c) D = #(—t, -C)

N= A+ B+ C+ D

Value for complete independence of term and category?




Feature selection via Mutual Information

Aln training set, choose k words which best
discriminate (give most info on) the categories.

AThe Mutual Information between a word w and a class
CIS:
L . e e
w,c)= & A ple,.e,)log b
eul (0.1} €, {01 p(e,)p(e.)

AFor each word w and each category c




Feature selection via M| (contd.)

AFor each category we build a list of k most discriminating
terms.

AFor example (on 20 Newsgroups):
Asci.electronics: circuit, voltage, amp, ground, copy, battery,

electronics, cooling, &
Arec.autos: car, cars, engine, ford, dealer, mustang, oll, collision,
autos, tires, toyota, &

AGreedy: does not account for correlations between terms
AWhy?




Feature Selection

AMutual Information
AClear information-theoretic interpretation
AMay select rare uninformative terms

AChi-square

AStatistical foundation

AMay select very slightly informative frequent terms that are
not very useful for classification

AJust use the commonest terms?
ANo particular foundation
Aln practice, this is often 90% as good




Feature selection for NB

Aln general feature selection is necessary for binomial
NB.

AOtherwise you suffer from noise, multi-counting

AMiFeature selectiono really
for multinomial NB. It means dictionary truncation

AThe multinomial NB model only has 1 feature
AThi s nfeature selectiono n

multinomial NB, but may help a fraction with
guantities that are badly estimated




Evaluating Categorization

AEvaluation must be done on test data that are
Independent of the training data (usually a disjoint set
of instances).

AClassification accuracy: c/n where n is the total
number of test instances and c is the number of test
Instances correctly classified by the system.

AResults can vary based on sampling error due to
different training and test sets.

AAverage results over multiple training and test sets
(splits of the overall data) for the best results.




Example: AutoYahoo!

ACl assi fy 13,589 Yahoo! webpg
subtree into 95 different topics (hierarchy depth 2)

ah oo Science

Multinomial —«=
ML It -wvariate Bernoulli 1

——
i
=
2
=
=
i
=2
=
(<]
o
2

1000
Woocabulary Size




Accuracy

Sample Learning Curve
(Yahoo Science Data): need more!

0.64

0.62

0.6

0.58

0.56

0.54

0.52

0.5

haiueBl&wes: 1|ﬂ-fc-ld (IZ‘U’ Learlning CIilI"'l.l"E

o0

100

150

200

250 300 350
Size of training set

400

450

200

o50




WebKB Experiment

AClassify webpages from CS departments into:
A student, faculty, course,project

ATrain on ~5,000 hand-labeled web pages
ACornell, Washington, U.Texas, Wisconsin
ACrawl and classify a new site (CMU)

AResults:
Student @ Faculty Person Project Course @ Departmt
Extracted 180 66 246 99 28 1
Correct 130 28 194 72 25 1

Accuracy: 2% 42% 79% 73% 89% 100%




NB Model Comparison

WeabKEB 4
100 S :
Mulkinomial -«
. Kulti-variate Barnoulli
et e : —
m i -"-.-.I-'_'_'- - = .
..-".--.-. o o S,
g =
[
5
= 4o
B
L
E:: =
10 100 1000 10000 100000
Vooabu lary Size




Faculty Students Courses
associate | (L00417 resuine 0.005 16 homework 0.00413
chair (.00 302 acdvisor 0,00 5 ayllabus 0. 00399
member | (0L00238 student 000387 assignments | 0.00385
ph 0.00257 working 000361 e Al 0. 003535
director | 0.00282 atuff 0.00359 grading 0.003381
fax 0.00279 links 0.003 55 mid term 0.003 74
Journal 000271 homepage | 0.00345 pim 0. 003 71
recent 0L002460 interests 0003 32 instructor 0. 00370
recelved | 0.00258 personal 0.003 32 due 0. 00364
award 0.00250 favorite 0.003 10 final 0. 00355

Departments Research TProjects Orthers
departmental | (.01246 investigators | 0.00256 type 0.00164
colloguia 0.01076 Froup 0.00250 jan 0.00145
epartment 0.0 1015 members 0.00242 enter 0.00145
gem inars OL009a 7 researchers 0.00241 random | 0.00142
achedules 0.00879 laboratory 0.00238 program | 0.00136
webmaster 0.00879 develop 0.00201 net 0.00125
events 0.0082¢ related 0.00200 time 0.00128
facilities 0.0080°7 arpa 0.00187 format 0.00124
eople 0.00772 afhiliated 0.00134 aCCess 0.00117
postgraduate | 0.00764 project 0.001583 begin 0.00116




Students

TFaculty
asgociate | 0.00417 res UL Ine
chair 0.00303 acdvizor
member | Q.00288 student
ph 0.00257 working
director | 0.00252 astuff
fax 0.00279 links
Journal 0.00 —

eople

postgraduate

0.00G 14
(0. 00k 3
000387
0.00361
000359

| 0.00355 |

Courses
homework 000413
ayllabus 0. 00399
assignments | 0.00385
e aln O OO 553
gracing 0. 00351
mid term OO0 74

0.00371

Questi insiemi di features costituiscono dei

dizionari di dominio in cui ad ogni classe
corrispondono termini specifici, come ad es.

chair o director per i Docenti/

advisor per gli Student

t al

Faculty O
NCoONOSCce/n

emerge automaticamente dai dati annotati
con la etichetta di classe

0.00807 arpa

0.00772
0.00764

project

affilia ted

0.00187
0.00154
0.001583

/‘:nIlE/
format

AOCESE

begin

0.00370

00128
0.00125
0.00124
0.00117
0.00116
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Violation of NB Assumptions

AConditional independence
AiPosi ti onal l ndependenceo

AExamples?
A Computer vs. science in the Technology category
Apar vs. conditio in the Law, Politics category

A Box office vs. Office Box
ATaxonomy tree vs. Tree taxonomy
A (Dog eats vs. eating dogs) vs. (Eating vegetables vs. vegetables eat)
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Naive Bayes Posterior Probabilities

AClassification results of naive Bayes (the class with maximum
posterior probability) are usually fairly accurate.

AHowever, due to the inadequacy of the conditional
Independence assumption, the actual posterior-probability
numerical estimates are not.

A Output probabilities are generally very close to 0 or 1.




When does Naive Bayes work?

Assume two classes c, and c,.
A new case A arrives.

/Sometimes NB
performs well even

if the Conditional NB will classify A to c, If:
Indepenc_ience P(A, c,)>P(A, c,)
assumptlons are P(Ac) P(AG) ClassofA
badly violated. Actual Probability 01 001 e

- ¢ - - Estimated Probability| 0.08 0.07 C
/Classification is by NB '
about predicting | | _ -
the correct class Besides the big error in estimating the
label and NOT probabilities the classification is still correct.
ab(_)Ut a_CCUFateW Correct estimation Y accurate prediction
estimating but NOT
probabilities. accurate prediction@orreet estimation




Naive Bayes is Not So Naive

A Naive Bayes: First and Second place in KDD-CUP 97 competition,
among 16 (then) state of the art algorithms

Goal: Financial services industry direct mail response prediction model: Predict if the
recipient of mail will actually respond to the advertisement i 750,000 records.

A Robust to Irrelevant Features

Irrelevant Features cancel each other without affecting results
Instead Decision Trees can heavily suffer from this.

A Very good in domains with many equally important features
Decision Trees suffer from fragmentation in such cases i especially if little data

A A good dependable baseline for text classification (but not the best)!

A Optimal if the Independence Assumptions hold: If assumed
Independence is correct, then it is the Bayes Optimal Classifier for problem

A Very Fast: Learning with one pass over the data; testing linear in the
number of attributes, and document collection size

A Low Storage requirements
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AlIR 13

AFabrizio Sebastiani. Machine Learning in Automated Text
Categorization. ACM Computing Surveys, 34(1):1-47, 2002.
(http://faure.iel.pi.cnr.it/~fabrizio/Publications/ACMCS01/ACMC
S01.pdf)

AAndrew McCallum and Kamal Nigam. A Comparison of Event
Models for Naive Bayes Text Classification. In AAAI/ICML-98
Workshop on Learning for Text Categorization, pp. 41-48.

ATom Mitchell, Machine Learning. McGraw-Hill, 1997.
A Clear simple explanation
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Summary

AUnN tipo di apprendimento di base e quello
probabilistico dove apprendere significa

ADescrivere il problema mediante un modello generativo che
mette in relazione le variabili in input (e.g. sintomi) e quelle In
output (e.g. diagnosi)

ADeterminare i corretto parametri del problema (i.e. le
distribuzioni analitiche o la stima delle probabilita discrete)

AUn esempio: classificazione NB (caso discreto)

ADue sono | model | | Pl UO US

AMultivariate Binomial (o Bernoulli) NB
AMultinomial NB




Summary (2)

ANella stima dei parametri in NB un ruolo centrale e svolto dalle
tecniche di smoothing: a parita di modello infatti stimatori errati
producono risultati insoddisfacenti

AlLa classificazione mediante NB e preferlblle per la relativa
robustezza nei cas.i Il n Ccul

| 0 e
AEOG 1T nvece usato come baseline




