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Question Answering (QA),  
a ÂÒÉÅÆ ÉÎÔÒÏÄÕÃÔÉÏÎȣ 
Given a collection of documents (such as the World 

Wide Web or a local collection) the system should 

be able to retrieve answers to questions posed in 

natural language 
 

Å Earlier IR systems focus on  queries with 
short keywords 
Å Most of search engine queries are 

short queries. 
ÅQA systems focus in natural language 

question answering. 

 



People want ǘƻ ŀǎƪ ǉǳŜǎǘƛƻƴǎΧ 

Examples from Ask.com query log 
how much should i weigh 
what does my name mean 
how to get pregnant 
where can i find pictures of hairstyles 
who is the richest man in the world 
what is the meaning of life 
why is the sky blue 
what is the difference between white eggs and brown eggs 
Around 10-20% of query logs 



Why QA? 

ÁQA engines attempt to let you ask your 
question the way you'd normally ask it . 

ÁMore specific than short keyword queries 

ÁOrange chicken  

Áwhat is orange chicken 

Áhow to make orange chicken 

ÁInexperienced search users 



General Search Engine  

ÁInclude question words etc. in stop-list with standard IR 

ÁSometime it works.  Sometime it requires users to do more 
investigation. 

ÁQuestion: Who was the prime minister of Australia during the 
Great Depression? 

ÁAnswer: James Scullin (Labor) 1929ς31. 

ÁAsk.com gives an explicit answer. 

ÁGoogleǠs top 1-2 results are also good. 

 

Áwhat is phone number for united airlines 

ÁAsk.com gives a direct answer 

ÁGoogle gives no direct answers in top 10. 

 



What is involved in QA? 

ÁNatural Language Processing 

ÁQuestion type analysis and answer patterns 

ÁSemantic Processing 

ÁSyntactic Processing and Parsing 

ÁKnowledge Base to store candidate answers 

ÁCandidate answer search and answer processing 



Question Answering types 

ÁClosed-domain 
Ádeals with questions under a specific domain 

ÁNLP systems can exploit domain specific 
ƛƴŦƻǊƳŀǘƛƻƴΧ 

ÁΧƛƴ ƎŜƴŜǊŀƭ ŦƻǊƳŀƭƛȊŜŘ ƛƴ ƻƴǘƻƭƻƎƛŜǎ 

ÁOpen-domain 
Ádeals with questions about nearly anything 

Ácan only rely on general ontologies and world 
knowledge 

Ámuch more data available 



What Computers Find Hard 

 
Computer programs are natively explicit, fast  and exacting in their 
ÃÁÌÃÕÌÁÔÉÏÎ ÏÖÅÒ ÎÕÍÂÅÒÓ ÁÎÄ ÓÙÍÂÏÌÓȣȢ"ÕÔ Natural Language is 

implicit, highly contextual, ambiguous and often imprecise. 

ÁWhere was X born? 
One day, from among his city views of Ulm, Otto chose a water color to 

send to Albert Einstein as a remembrance of Einstein´ s birthplace. 

 

 

ÁX ran this? 

If leadership is an art then surely Jack Welch has proved himself a 

master painter during his tenure at GE. 

Structured 

Unstructured 



)"- 7ÁÔÓÏÎȬÓ ÐÒÏÊÅÃÔ ÓÔÁÒÔÅÄ ΨΦΦέ 
 

 ̧ Project started in 2007 
¸ Initial goal: create a system able to process natural 

language & extract knowledge faster than any other 
computer or human 

 
J̧eopardyȦ ×ÁÓ ÃÈÏÓÅÎ ÂÅÃÁÕÓÅ ÉÔȭÓ Á huge challenge for a 

computer to find the questions to ÓÕÃÈ ȰÈÕÍÁÎȱ answers 
under time pressure  

 
W̧atson was NOT online! 
 
W̧atson weighs the probability of his answer being right ɀ 
ÄÏÅÓÎȭÔ ÒÉÎÇ ÔÈÅ ÂÕÚÚÅÒ ÉÆ ÈÅȭÓ not confident enough 

 
W̧hich questions Watson got wrong almost as 

interesting as which he got right! 
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Watson ɀ a Workload Optimized System 

Á90 x IBM Power 750 servers  

Á2880 POWER7 cores 

ÁPOWER7 3.55 GHz chip 

Á500 GB per sec on-chip bandwidth 

Á10 Gb Ethernet network 

Á15 Terabytes of memory 

Á20 Terabytes of disk, clustered 

ÁCan operate at 80 Teraflops 

ÁRuns IBM DeepQA software 

ÁScales out with and searches vast amounts of unstructured 
information with UIMA & Hadoop open source components 

ÁLinux provides a scalable, open platform, optimized  
to exploit POWER7 performance 

Á10 racks include servers, networking, shared disk system, cluster 
controllers 





Generic Framework  

The majority of current question 

answering systems designed to 

answer factoid questions consist 

of three distinct components:  

1. question analysis 

2. document or passage 

retrieval 

3. answer extraction. 

 

Corpus or 
document 
collection 

Document 
Retrieval 

Top n text 
segments 

or 
sentences 

Answer 
Extraction 

Answers 

Question 
Analysis Question 



Basic  Architecture 





Question Analysis 

ÅAs the first component it is 
the most important part 

ÅAny mistakes made are 
likely to render useless any 
further processing 



Determining the Expected Answer Type 

Labeled Questions 

Machine learning techniques to classify a question. We can train our system 
on thousands of tagged question corpus to determine the expected answer. 



Query Formation 

The question analysis component of 
a QA system is usually responsible 
for formulating a query from a 
natural language questions to 
maximize the performance of the IR 
engine used by the document 
retrieval component of the QA 
system. 



Database Access Schemata 

ÁWho is the president of India? 

 

 

 

ÁAccess Schemata ɀ  
 

Search <> for name <> biography.com <> person ɀ president <> place - India 



How Watson works: Step 1 Analyzing the question 
 

Category: 
WORLD GEOGRAPHY 
 
Clue: 
In 1897 Swiss climber Matthias Zurbriggen 
became the first to scale this Argentinean 
peak. 
 

Step 1 Watson dissects the clue to understand what it is asking for. 

Watson tokenizes and parses the clue to identify the relationships between important 
words and find the focus of the clue, i.e. Argentinean peak. 





Document Retrieval 

The text collection over which a QA 
system works tend to be so large 
that it is impossible to process whole 
of it to retrieve the answer. The task 
of the document retrieval module is 
to select a small set from the 
collection which can be practically 
handled in the later stages. 



The Taj Mahal completed around 1648 is a 
mausoleum located in Agra, India, that was built 
under Mughal Emperor Shah Jahan in memory of 
his favourite wife, Mumtaz Mahal. 





Step 2 Watson searches its content for text passages that relate to the clue. 

 
Using important terms from the clue, Watson performs a search over millions of 
documents to find relevant passages. 
 

Timeline of Climbing the Matterhorn  
*  August 25: H.R.H. the Duke of the Abruzzi made the 
ascent with Mr. A. F. Mummery and Dr. Norman Collie, 
and one porter, Pollinger, junior. According to Mummery 
the weather was threatening, and, the Prince climbing 
very well, they went exceedingly fast, so that their time 
was probably the quickest possible. They left the bivouac 
at the foot of the snow ridge at 3.40 a.m., and reached 
the summit at 9.50. A few days afterwards the first 
descent of the ridge was accomplished by Miss Bristow, 
with the guide Matthias Zurbriggen, of Macugnaga. 
 

The first known ascent of Aconcagua was during an 
expedition was during an expedition led by Edward 
Fitz Gerald in the summer of 1897. Swiss climber 
Matthias Zurbriggen reached the summit alone on 
January 14 via today's Normal Route. A few days later 
Nicholas Lanti and Stuart Vines made the second 
ascent. These were the highest ascents in the world at 
that time. It's possible that the mountain had 
previously been climbed by Pre-Columbian Incans. 
 

How Watson works: Step 2 Search 
 





Answer Extraction 

ÅResponsible for ranking the 
sentences and giving a 
relative probability 
estimate to each one.  

Å It also registers the 
frequency of each 
individual phrase chunk 
marked by the NE 
recognizer for a given 
question class at a given 
rank. 



Sense/Semantic similarity 

ÁUse statistics to 
compute information 
content value 

ÁAssign a probability to 
a concept in taxonomy 
based on the 
occurrence of target 
concept in a given 
corpus 



Word Net - Synsets 



Sense Net Ranking  Algorithm 

The sentence as well as the query forms an ordered set of words. We then 
compute the sense network between every pair of words from query and 
ÓÅÎÔÅÎÃÅȣ 



Exact Match Score 



Alignment Score 

An alignment score of 1.0 signifies perfect alignment while a 
score of -1.0 signifies reverse order of occurrence. 



Total Score 

We define the following coefficients 

So the total score is a linear combination of individual scores 

We fine tune the values of these coefficients to get maximum 
accuracy. 



Answer Confidence Score 

We take top t sentences and consider the plausible answers 
within them. If an answer appears with frequency f in sentence 
ranked  r then that answer gets a confidence score -  

all answers are sorted according to confidence score and top ◒ 
(=5 in our case) answers are returned along with 
corresponding sentence and URL 



How Watson works: Step 3 Hypothesis & candidate generation 
 
 

Step 3 7ÁÔÓÏÎ ÁÎÁÌÙÚÅÓ ÔÈÅ ÔÅØÔ ÐÁÓÓÁÇÅÓ ÁÎÄ ÇÅÎÅÒÁÔÅÓ ÐÏÓÓÉÂÌÅ ȰÃÁÎÄÉÄÁÔÅ 
ÁÎÓ×ÅÒÓȱȢ 
 
Watson extracts important entities ɀ ÓÏ ÃÁÌÌÅÄ ȰÃÁÎÄÉÄÁÔÅ ÁÎÓ×ÅÒÓȱ ɀ from the 
documents. The focus is on coverage, which means that as much as possible is added 
(here, peaks, mountain ranges, people). At that stage, these are just possible answers 
to Watson. 



Different Types of Evidence: Keyword Evidence 

celebrated 

India 

In May 
1898 

400th anniversary 

arrival in 

Portugal 

India 

In May 

Gary explorer 

celebrated 

anniversary 

in Portugal 

Keyword Matching 

Keyword Matching 

Keyword Matching 

Keyword Matching 

Keyword Matching 
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arrived in 

In May, Gary arrived in India after 
he celebrated his anniversary in 
Portugal. 

In May 1898 Portugal celebrated the 
ΪΦΦÔÈ ÁÎÎÉÖÅÒÓÁÒÙ ÏÆ ÔÈÉÓ ÅØÐÌÏÒÅÒȭÓ 
arrival in India. 

Evidence suggests 
Ȱ'ÁÒÙȱ ÉÓ ÔÈÅ 

answer BUT the 
system must learn 

that keyword 
matching may be 
weak relative to 
other types of 

evidence 



On 27th May 1498, Vasco da Gama landed 
in Kappad Beach 

On 27th May 1498, Vasco da Gama landed 
in Kappad Beach 

celebrated 

May 1898 400th anniversary 

arrival in 

In May 1898 Portugal celebrated the 
ΪΦΦÔÈ ÁÎÎÉÖÅÒÓÁÒÙ ÏÆ ÔÈÉÓ ÅØÐÌÏÒÅÒȭÓ 
arrival in India. 

Portugal 

landed in 

27th May 1498 

Vasco da Gama 

Temporal 
Reasoning 

Statistical 
Paraphrasing 

GeoSpatial 
Reasoning 

explorer 

On 27th May 1498, Vasco da Gama landed 
in Kappad Beach 

On the 27th of May 1498, Vasco da 
Gama landed in Kappad Beach 

Kappad Beach 

Para-
phrases 

Geo-KB 

Date 
Math 
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India Stronger 
evidence can 

be much 
harder to 
find and 
score. 

The evidence is still not 100% certain. 

üSearch Far and Wide 
 
üExplore many hypotheses 
 
üFind Judge Evidence 
 
üMany inference algorithms 

Different Types of Evidence: Deeper Evidence 





How Watson works: Step 4 Answer scoring 

Step 4 Candidate answers are scored using a large number of answer scoring 

analytics. 
 
In a massively parallel manner, Watson uses over 100 answer and deep evidence scoring 
algorithms to determine how well a candidate answer matches what the clue is asking 
for. 



How Watson works: Step 5 Summarizing all evidence 
 

Step 5 Watson summarizes all evidence and determines its confidence in the 

answers. 
 
The scores are grouped into meaningful groups, or evidence dimensions. A plot of these 
yields the evidence profile for the candidate. Watson statistically combines the scores to 
produce a final confidence score. 

Category: WORLD GEOGRAPHY 
 
Clue: In 1897 Swiss climber Matthias Zurbriggen became the 
first to scale this Argentinean peak. 
 

What is  
Aconcagua? 





 
 

CONCLUSION 
Watson Precision /confidence and speed 

 
 ÁDeep Analytics ɀ IBM Watson achieved champion-

levels of Precision and Confidence over a huge variety 
of expression 

ÁSpeed ɀ "Ù ÏÐÔÉÍÉÚÉÎÇ 7ÁÔÓÏÎȭÓ ÃÏÍÐÕÔÁÔÉÏÎ ÆÏÒ 
Jeopardy! on 2,880 POWER7 processing cores we 
went from 2 hours per question on a single CPU to 
an average of just 3 seconds ɀ fast enough to 
compete with the best. 

 

ÁResults ɀ  in 55 real-time sparring against former 
Tournament of Champion Players last year, Watson 
put on a very competitive performance, winning 71%.  
In the final Exhibition Match against Ken Jennings and 
Brad Rutter, Watson won! 

 



Potential Business Applications 

Healthcare / Life Sciences: Diagnostic Assistance, Evidenced-Based, 
Collaborative Medicine 

Tech Support: Help-desk, Contact Centers 

Enterprise Knowledge Management and Business 
Intelligence 

Government: Improved Information Sharing and 
security   


