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Question Answering (QA),

aAOEAZ EI OOI A
Given a collection of documents (such as the Wo
Wide Web or a local collection) the system should

be able to retrieve answers to questions posed Iin
natural language

A EarlierlR systems focus on queries with
short keywords
A Most of search engine queries are
short queries.
A QA systems focus in natural language
guestion answering.
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Examples fromAsk.comquery log

how much shouldweigh

what does my name mean

how to get pregnant

where can find pictures of hairstyles

who is the richest man in the world

what is the meaning of life

why is the sky blue

what is the difference between white eggs and brown eggs
Around10-20% of query logs



Why QA?

AQA engines attempt to let you ask your
guestion the way you'd normally ask it .

AMore specific than short keyword queries
AOrange chicken
Awhat is orange chicken
Ahow to make orange chicken

Alnexperienced search users



General Search Engine

A Include question words etc. in stdist with standard IR

A Sometime it works. Sometime it requires users to do more
investigation.

A Question:Who was the prime minister of Australia during the
Great Depression?

A Answer:JamesScullin(Labor) 192631.
A Ask.conmgives an explicit answer.
A Googles top 12 results are also good.

A what is phone number for united airlines
A Ask.conygives a direct answer
A Google gives no direct answers in top 10.



What is involved in QA?

A Natural Language Processing
A Question type analysis and answer patterns
A Semantic Processing
A Syntactic Processing and Parsing

A Knowledge Base to store candidate answers

A Candidate answer search and answer processing




Question Answering types

ACloseddomain
A deals with questions under a specifiomain

ANLP systems can exploit domain specific
AYTFZ2ZNNYEEOGAZ2Y X
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AOpendomain
A deals with questions about nearinything

A can only rely on general ontologies and world
knowledge

A much more data available



H||||”| What Computers Find Hard

Computer programs are nativexplicit, fast andexacting in their
AAI AOI AOETT T OAO 1 Natrd CadguayéishA O U
iImplicit, highly contextual, ambiguous and often imprecise

Structured
e LBt pice ]
A. Einstein l
. Unstructured
ANhere was X born?

One day, from among his city views of Ulm, Otto chose a water color to
send to Albert Einstein as a remembrance of Einstein “s birthplace.

"~ person | _Organization _

J. Welch GE

AX ran this?

If leadership is an art then surely Jack Welch has proved himself a
master painter during his tenure at GE.
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Project started i2007
Initial goal: create a system able mrocess natural
language & extract knowledgmaster thanany other
computer orhuman

, JeopardA  x AO AET OA hugé\challehdd® A
computer to find thequestionstotOOA E O &EnSwers T 0
undertime pressure

. Watsonwas NOT online

Watsonwelghs the probability of hianswer beingight 7
AT AOT 86 OET C nadd enAfideAt@roubA O E A

. Which questions Watson got wrong almost as
interestingas which he got right!
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IBM Research

A90 x IBM Power 750 servers

A 2880 POWER7 cores
APOWER?7 3.55 GHz chip

A500 GB per sec echip bandwidth
A 10 Gb Ethernet network

A 15 Terabytes of memory

A 20 Terabytes of disk, clustered
ACan operate at 80 Teraflops
ARuns IBMDeepQAsoftware

A Scales out with and searches vast amounts of unstructured
information with UIMA &Hadoopopen source components

ALinux provides a scalable, open platform, optimized
to exploit POWERY performance

A 10 racks include servers, networking, shared disk system, clu
controllers
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A Generic Framework For QA




Corpus or

I Generic Framework

collection

The majority of current question {

answering systems designed to oot et
answerfactoidgquestions consist . Retrieval
.- R
of three distinct components: G@}m l
: . <
1. question analysis x
_ Top n text
2. documentor passage Question.[ (A?\‘;zfytgg } segmens
retrieval sentences

3. answerextraction.

Extraction }

|

Answers




Basic Adchhitetitee

Question

100s Possible 1000's _°f Piece 100,000's scores from simultaneous
Answers of Evidence Text Analysis Algorithm

Multiple 100s Sources
Interpretations

Question & . . . Final Confidence
Topic Question Hypothesis Hypothesis and Merging and

Analysis Decomposition Generation Evidence Scoring Ranking

Hypothesis Hypothesis and
Generation Evidence Scoring

Answer &
Confidence




Question Analysis




I' Question Analysis

A As the first componenit is
the most importantpart

A Anymistakes madere
likely to render useless any
: further processing

Determining the Expected
Answer Type

Query Formation




Determining the Expected Answer Typ:
I

Machine learning techniques to classify a question. We can train our systerr
on thousands of tagged questiaorpusto determine the expected answer.

(o Who won the
presidential
elections in the
us?

;

— BREELIGS

* Bag of words

e Partitioned
feature set...

\.

g Naive Bayes

*SVM

L
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[ Labeled Questions]

Question
an Label

e Human ->
Individual




I Query Formation

The question analysis component o]
a QA system is usually responsible
for formulating a query from a
natural language questions to
maximizethe performance of the IR
engine used by the document
retrieval component of the QA
system

f

We assume question itself

is a valid IR query

We just remove stop

words from the question




DatabaseAccessSchemata

A Who president India

Keyword

Keyword

Searching for

a person Person —
President

Place — India

A Access Schemata

Search <> for name <dsography.com<> persorg president <> placelndia




Category: Cin
WORLD GEOGRAPHY | objprep
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Clue: 1897
In 1897 Swiss climber Matthidsirbriggen
became the first to scale this Argentinean
peak.
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Document Retrieval




I Document Retrieval

The text collection over which a QA
system works tend to be so large Local Corpus...Likethe
that it is impossible to process whole BNV Il S A 112
of it to retrieve the answer. The task corpus

of the document retrieval module is
to select a small set from the
collection which can be practically
handled in the later stages.

Use the Internetas a

knowledge base




'KNOWLEDGE ANNOTATION

TajMahal
mausoleum Agra India
Mughal EmperoShahJahan
wife Mumtaz Mahal

Person




”ll Local
Corpus

Lucene IR Okapi BM25
Module Ranking function

IR Query —¥»
URL Reader

Google/Yahoo
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URL Reader

URL Reader

Multi threaded
Reader module




Timelineof Climbingthe Matterhorn

* August 25: H.R H. the Duke of the Abruzzimade the
ascentwith Mr. A. E Mummery and Dr. Norman Collie,
and one porter, Pollinger, junior. Accordingto Mummery
the weather was threatening, and, the Prince climbing
very well, they went exceedinglyfast, so that their time
wasprobablythe quickestpossible Theyleft the bivouac
at the foot of the snowridge at 3.40 a.m., and reached
the summit at 9.50. A few days afterwards the first
descentof the ridge wasaccomplishedoy Miss Bristow,
with the guide MatthiasZurbriggen of Macugnaga

The first known ascentof Aconcaguawas during an
expedition was during an expedition led by Edward
Fitz Gerald in the summer of 1897 Swiss climber
Matthias Zurbriggen reached the summit alone on
Januaryl4viatoday'sNormal Route A few dayslater
Nicholas Lanti and Stuart Vines made the second
ascent Thesewerethe highestascentsin the world at
that time. It's possible that the mountain had
previouslybeenclimbedby Pre-Columbianincans




Answer Extraction




I Answer Extraction

A Responsiblefor ranking the
sentences and giving a
relative probability
estimate to each one.

A It also registers the
frequency of each
Individual phrase chunk

. marked by the NE
recognizer for a given
guestion class at a given
rank.




I Sense/Semantic similarity

A Use statisticqo
compute information
contentvalue

A Assign gorobability to
a concept in taxonomy
based on the

. occurrence of target
concept in a given
COorpus

We use Word Net as a

sense/semantic dictionary

We obtain statistics of
particularword from a
large text corpus




I Word Net- Synsets

\ / sense 5 sense 6
screened T~ yd
% \ L dark
_ sense 1 / \
as in shady parts of garden
/ sense 3 sense
shady —
- — sense 2 dishonest
[ as in shady character N
/ , sense 9
sim(shady,dark)=0.656 sense 7 sense 8

sim(dark,dishonest)=0.0



I Sense Net Ranking 'Algorithm

The sentence as well as the query forms an ordered set of words. We then

compute the sense network between every pair of words from query and
OAT OAT AAS

F(Wj.,qj) — gf,j
S ;€10,1]1s the value of sense/semantic similarity between w,el” and g €0).
Wi Wy W3 ... W,
| MFM 4;)
g1 G2 = ceeees dm

A sense network formed between a sentence and a query.



I Exact Match Score

Given a sense network I'(w,.q ), we define the distance of a word w, as
d(w)=i
d(q;) =7
Word with maximum sense similarity with query word ¢, is:
M(q,)=w; | j =argmax ;J

And the corresponding value of

The exact match score is




I Alignment Score

Let T = {ordered set of M(q;) Vi € [1,m]} in increasing order of d(q). Function @, is the
distance of ith elementin T then the alignment score is

1—1 Sgn(91+1 0;)

K —
total m—1

An alignment score of 1.0 signifies perfect alignment while a
score of-1.0 signifies reverse order of occurrence.



I Total Score

We define the following coefficients

i = noise penalty coefficient ) = exact match coef ficient
A = sense similarity coef ficient v = order coef ficient

So the total score is a linear combination of individual scores

n = lp X Etﬂtal + A X Stﬂtu,! + n X 6tﬂtﬂ! +V X ktﬂtﬂ!

We fine tune the values of these coefficients to get maximum
accuracy.



I Anhswer Confildence Score

We take topt sentences and consider the plausible answers
within them. If an answer appears with frequerfag sentence
ranked r then thatanswer gets a confidence score

C(ans) = %(l +1In(/))

all answers are sorted according to confidence score and-top
(=5 In our case) answers are returned along with
corresponding sentence and URL



Timeline of Climbing the Matterhorn

* August 25: H.R.H. the Duke of the Abruzzi made the
ascent with Mr. A. F. Mummery and Dr. Norman Collie, and
one parter, Pollinger, junior. According to Mum mery the
weather was threatening, and, the Prince climbing very
well, they went exceedingly fast, so that their time was
probably the quickest possible. They left the bivouac at the
foot of the snow ridge at 3.40 a.m., and reached the
summit at 9.50. A few days afterwards the first descent of
the ridge was accomplished by Miss Bristow, with the
guide Matthias Zurbriggen, of Macugnaga. _

The first known ascent of Aconcagua was during an
expedition was during an expedition IEE-E?'EduLa_[EI Fitz

Gerald inthe summer of 1897. Swiss climber Matthizs———__

Zurbriggen reached the summit alone on January 14 via
today's Mormal Route. A few days later Nicholas Lanti and
Stuart Vines made the second ascent. These were the
highest ascents in the wurla'at-.t]'_l_g‘t time.

It's possible that the mountain hacﬁimuigysly been
climbed by Pre-Calumbian Incans. T

T

T

Answer candidates

Andes

Aconcagua

Everest

Mount McKinley

Mormal Route

Matterhorn

Miss Bristow




Different Types of Evidence: Keyword Evidence

Hll In May 1898 Portugal celebrated the

arrival in India.

celebrated Keyword Matching
Keyword Matching

Keyword Matching
Keyword Matching

Keyword Matching

L | ] ||



Different Types of Evidence: Deeper Evidence

In May 1898 Portugal celebrated the

I o OE AT 1

arrival in India.

celebrated

...}
U SearchFar and Wide

1 Explore many hypotheses

1 Find Judge Evidence

Portugal

May 1898 400th anniversary Z

arrival in

Temporal
Reasoning

Statistical
Paraphrasing

GeoSpatial
Reasoning

A
-
@

Para
phrases

India

/

v

explorer <

oo_-.



\O/
Missing-link Detection -
Absolute Temporal Match 0,66
0,50 Relation Detection
Answer Lookup -
Local-context Passage Matches 0,63
Keyword Search
Precise Temporal Match 039

Question Class Detection




Answer candidates

Type Coercion (TyCor) scorers: estimate the likelihood of a candidate
answer being the right type — here a peak.

Andes

Aconcagua

Everest

Mount McKinley

Temporal match: If the question includes a reference to a date, this
scorer will look for evidence in the passage that maiches that date.
Temporal evidence is an important factor

Mormal Route

Matterhorm

Miss Bristow

Answer scorers depending on different relations or constraints
detected in the question. The modifier “Argentinean” peak, Watson
detects as a geospatial relation that indicates the correct answer must
be located in the country of Argentina.

Passage scorer: One of the most important answer scores. A single

supporting text passage is scored using a variety of complex passage
scoring analytics to measure the evidence provided by the passage.




Category:WORLD GEOGRAPHY What is
Aconcagua?

Clue:In 1897 Swiss climber Matthias Zurbriggen became the
first to scale this Argentinean peak.
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Results




ADeep Analyticsz IBM Watsorachievedchampion
levels ofPrecisiorand Confidenc@®ver a huge variety
of expression

ASpeedz" U 1 DOEI EUET ¢C 7A00i 160 Aii DbOOAOE
Jeopardy! or2,880 POWERprocessing cores we
went from 2 hours per question on a single CPU to
an average of just 3 secondgfast enough to

compete with the best.

AReSUItSZ In 55 realtime sparring against former
Tournament of Champion Players last yealWatson
put on a very competitive performance, winning 71%. |
In the final Exhibition Match against Ken Jennings and
BradRutter, Watson won!




I Potential Business Applications

Healthcare / Life SciencesDiagnostic Assistance, Evidenc@&dsed,
Collaborative Medicine

Tech Support Helpdesk, Contact Centers

Enterprise Knowledge Management and Business
Intelligence

Government: Improved Information Sharing and
security



