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Abstract

Real Natural Language Processing (NLP) applications aftemlve cooperation among different processing
modules, involving various degrees of linguistic skill. vethced NL parsers are expected to recognize grammatical
phenomena with a throughput suitable to satisfy "time a@ists” in real applications. We present a robust and
efficient syntactic recognize€haos(Chunk analysis oriented systgnable to capture at least the grammatical
information assumed to be crucial for several linguistid aon linguistic inferences as required by an application
system. The parser inherits both the computational effigieri a shallow parser and the accurate syntactic in-
formation typically produced by a lexicalized approache Potentials of the technology are investigated through
different corpora. The parsing architecture proposed &dp the integration of domain specific lexical informa-
tion, thus realizing an explicit level of adaptativity.

1. Introduction

Real Natural Language Processing (NLP) applications dfteslve cooperation among different layers, in-
volving various degrees of linguistic skill. For instangeinteractive systems speech is potentially a very frigndl
interface: human-computer interaction involves not ordice recognition, but mainly the ability to reason upon
the interaction itself and to build a discourse model: sergeanalysis become thus important for triggering the re-
quired inference. The range of needed skills could varyg#oontinuum with respect to the involved background
knowledge. This poses serious problems to the scalabilidyamlaptivity of linguistic tools to new sub-domains.
Advanced NL parsers are expected to recognize grammatieagmena with a throughput suitable to satisfy
"time constraints” in real applicationsShallow parsing techniqués.g. (Appeltet al, 1993; Basiliet al,, 1992;
Ait-Mokhtar & Chanod, 1997)) are thought to increase theudlghput and reduce costs of grammar design and
porting. They are usually based on efficient representaiahalgorithms (e.g. finite state automaton) and are
focused on very specific phenomena (e.g. noun phrases gpfappeltet al, 1993), or dedicated to preliminary
stages of lexical acquisition processes (e.g. (Basitil, 1992)) that could be easility customised on the specific
task.

On the other handpbust parsersarose as tools able to deal with free occurrence texts, ¢C&mBriscoe,
1996) producing a more general set of grammatical informmatfrom, possibly ambiguous, dependency graphs
(e.g. (Grinberget al,, 1996) to disambiguated parse trees, (Srinivas, 1997).

Even if the principles inspiring shallow parsing and rolqumtsing techniques differ, the two approaches have
several commonalities. The good trade-off between exwarssss and efficiency in shallow and robust parsers
is a basic property to strengthen their portability thromgthchanging operational environments, with respect to
sub-languages and NLP tasks. The high level of re-usalidityin the fact that the grammatical recognition for
a shallow and robust parser is under-specified: the varfggrget phenomena is rather small and the underlying
resources (e.g. grammars) are not fully specialized.

Several research works suggest that efficient and robucisprocessing is viable through processes of de-
composition of the grammatical knowledge and lexical@a(D.Grinberg, 1996; Carrol & Briscoe, 1996; Abney,
1996). By sharing this basic assumption we have realizetdast@nd efficient syntactic recogniz€haos(Chunk
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analysis oriented systémable to capture at least the grammatical informationrasslito be crucial for several
linguistic and non linguistic inferences as required by ppli@ation system. The approach is based on two major
principles: lexicalizationandstratificationof the parsing process. In particular, tsteatificationis realized by a
cascade of processing steps, as will be hereafter described

The employed notion déxicalizationis mainly based on the use of subcategorization informasoa control
! strategy for the analysis: it is commonly argued that vetag an important role in determining the semantics of
a sentence, and, thus, in projecting most of its grammatfoattures. Verb subcategorization frames are employed
in Chaosas lexicalised grammar rules. The advantage of this par¢leai, when possible, it exploits the available
subcategorization lexicon, but, it reduces to a shallovggrantherwise. A syntethic description@haosis given
in the next section. The potentials of the technology arestigated through different corpora in sec. 3, and some
conclusions will be derived in final section.

2. The Chaos architecture

The overall framework of the syntactic processor to expoitiable verb subcategorization lexicon (deeply
described in (Basilet al,, 1998b)) is shown in Fig. 1. The resulting parser shouldiilbeth the computational
efficiency of a shallow parser and the accurate syntactizindtion typically produced by a lexicalized approach.
A stratification of the parsing process is naturally indubgdhe design choice to assign priority to the verb argu-
mental connections.
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Figure 1:The Chaos syntactic processor architecture

The syntactic analysis starts from tokenized and morphoddly annotated sentencean sentences figure).

2.1. The Chunker

The first processing step has the role of packing the amimguibat are not under the control of the verb
projections, i.e. theoresof nominal phrases, prepositional phrases, adjectivadggs, and verbal phrases and
realises an intermediate level between words and sentehedsvel ofchunks

This module, no more complex than a finite state automatdiudiens later phases of bottom-up parsing. The
chunker is based on the notionisfand of non ambiguityBasili et al,, 1998a) for a grammar. It fully characterizes
the nature of those unambiguous fragments of sentencesahan fact appear in a chunk. For instance, consider

1As several linguistic theories (e.g. HPSG) and parsing ésaarks (e.g. LTAG, SLTAG, lexicalized probabilistic parg) suggest, lexicon-
driven systems ensure the suitable forms of grammaticatadior many complex phenomena
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Figure 2:Interpretation levels of a simple derivation tree

the fragmento find a consistent solution for the analyfiimt is ambiguous and generates the two interpretation
trees for the sentence:

(to find (a consistent solution) (for the analysis))
(to find (a consistent solution (for the analysis)))

The innermost equivalent subgraphs:

(to find)
(a consistent sol ution)
(for the anal ysis)

are those islands of non ambiguity claimed to be the focushahk analysis. Words belonging to equivalent
subgraphs are characterized by specific sequences of nogjdead classes. The definition of a chunk prototype
for each specific sequence characterizes all and only thagsénts to be collapsed, as unambigudusequence
of words can thus be considered a chunk if and only if it is atance of a chunk prototypdhe unambiguous
islands can be entirely defined once a general grammar famtierlying language is available. In (Abney, 1996)
a formal derivation of chunk prototypes from a grammar ipesed and developped in (F.M.Zanzotto, 1997).

To fulfill the requirement of a shallow parser, inter-chudpdndencies{d) must be detected by further pro-
cessing steps. Since verbs play a crucial role in detergisyntactic relations between words, and thus chunks:
then our strategy will look first for verbatds (i.e. those including at least a verbal chunk). To selest fire
more significant among these verhadls appears to be a critical choice. We propose here to use ubdate-
gorization frames for such a task. As sentences have moneoti@verb and verbs define the different sentence
clauses, the recognition of argumenial influences also the identification of clause boundariesbleros such
as coordination and subordination between clauses aredsolvthe basis of verb arguments recognition.

The recognition of the complete hierarchy of the sentenaasds is refined incrementally along with the
discovery of verb argumentéadds for the different verbs.

2.2. The Lexicalised Parser

The second step uses a verb subcategorization lexicon ér todletect the verb arguments in the sentence.
The adopted strategy investigates the arguments of vegbsiting the approximation of clause boundaries.

As shown in Fig. 1, chunks are fed to the Clause Boundary Rettog module CBR) that recognizes clauses
and structures them in a hierarchy)( The recognition of clauses is strictly coupled with a salaurpose parser
(Verb Shallow Recognize¥SQ to detect relations between a verb and members of its sedpmaration pattern
(i.e. its arguments). The interaction between @&RandVSGprovides a combined recognition of the clause
hierarchy and the set of argumental dependencies of vesbslgVerbal inter-chunk dependencies(V-icdshe
interleaving between verb argument and clause boundaegtifet makes these last constantly upgraded, so that
bracket crossing is used as an incremental constraint datdvesteps. A right-to-left analysis is carried out in this
phase.

Further grammatical information may be extracted from #r@ance: information concerning non argumental
verb modifiers (e.g temporal and spatial expressions) acaypoun modifiers (e.g. prepositional phrases or ad-
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jectival specifiers) have not been extracted in the preihase.

2.3. The Shallow Recognizer

The third step of analysis consists of the Shallow recogr(i86) triggered byChunks the clause hierarchy
H and the known (i.e. detected) argumental relatidfigc@, verb inter-chunk dependencies). A special purpose
parser is here adopted, following the approach in (R.Bd€9®2; Basiliet al, 1994). A discontinuous grammar is
applied here to the fragments belonging to the differerage&zed clauses. Such an infra-clausal analysis allows
specific rules being defined to capture binary relations eetwchunks (e.g. a nominal chunk, tyldem and a
prepositional chunk, typer ep).

The final representation of the sentence is a graph whosearedeords and whose edges are inter-chunks
dependencieswds). The graph gathers the set of alternative planar graptist§€mget al., 1996) representing the
grammatical information of the sentenddlausibility, as a degree of confidence, is associated to meatiiBasili
et al, 1992). Unambiguous links are associated with the plalitgibf 1. Lower plausibility will score ambiguous
dependencies (e.g. persistently ambiguous PPs, like ialtbee exampléor the analysiypp structure).

The strength of the syntactic processor may be considetbé ability to run at different levels of lexicalization
in accordance to the availability of accurate informationverb subcategorization framésin absence of lexical
information, the basic heuristics on arguments assumes thaneric verb has a subject and an object; moreover,
unambiguous modifiers (e.g. adjacent PPs) are also attadgtiethaximal plausibility.

3. Performance Evaluation

To be able to use such a parsing framework in time-constlapglications we need to evaluate it and provide
coherent scores. The evaluation of parsing results is lysaatritical task as most systems are crucially tied
to constraints and features directly related with the ulyder linguistic theories. Some specific issues have to
be highlighted: first, extensive controlled data set areroftot available for languages other than English, and
our interest is on specialized sublanguages; thus pdtieaiid robustness over different knowledge domains are
crucial features. The suitability of the reference samescritical problem, even more than dimension of test
sets; second, system requirements in terms of complexityeofource information (i.e. lexicons and grammars)
are also relevant to evaluate portability and robustnemsthese reasons we tested our system on samples extracted
from corpora related to different domains, with differesgestyle and grammar.

3.1. Testset Definition

We applied the test over three corpora. A collection of finaneews (referred hereafter &®le240re), a
collection of technical and scientific papers on the envitent (N EA) and excerpts of legal documents on
italian V.A.T. laws ([egal) whose features and processing times are described in Table
Data suggest that chunk analysis provides an effectivepimguof words: at least two words over three appear in
a non singleton chunk.

Table 1:Features figures of the three corpus

ENEA | Sole240re| Legal
#words 1,149 494 1460
#sentences 56 22 80
average #verbs per sentence2.14 3.1 2.2
average chunk length 1.53 1.44 1.54

3.2. Adopted Metrics for Evaluation

Traditionalrecall andprecision have been estimated over the seiafs extracted by the system. Manually
compiled test sets af:d have been extracted from sample sentences of the threeediffeorpora, and used as

2various different sources have been tested and the condsmpperformances have been evaluated in (Basil., 1998b). An adaptive
architecture that adopt a lexicon of subcategorizatiotepat automatically acquired from the target corpora, Vigaaning method based on
Galois lattice theory has been presented in (Basidil, 1999b)

8Legal, EN EA andSole240re have a size of about 320,000, 350,000 and 1,300,000 wosjsctvely.
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reference set (i.ecorrect_icd).

Table 2:Performance figures on tHeN EA and Sole240re corpus

ENEA Sole240re
icd Recall Precision  Recall Precision
Argumental 30.2% 96.7% | 43.6% 97.2%
Unambiguous 58.9 % 88.6 % 63.6 % 88 %
All 75.2% 72.1% 69.9 % 72.5%
Pure SSA 49.9% 78.8% 32% 69.2 %
Processing Speed
Chaos 99.48 wis 184 wis
Pure SSA 105.32 w/s 170 wis

Results obtained over tHeN E A andSole240re corpus are reported in Table 2. The argumeiséhre rec-
ognized with high precision although recall is low. Howekis specific figure does not distinguish between argu-
mental and other non-argumental verhals. A lower recall is related to the higher frequency of noguanental
vs. argumental verb modifiers.

In order to evaluate the benefits of our stratified approachrdrastive analysis with respect to the shallow
component (SSA) alone has been applied. The system precisid recall are satisfactory-(70%) over the
differenticds types, and, as the argumenial catching phase is more productive, the precision of theegyst
improves compared to SSA. Moreover, processing speedsumeshin terms of number of words per second for
the overall parsing process, is not considerably distamhfa pure SSA system performance developped and run
on the same platform.

3.3. Evaluating Adaptivity

A specific test has been carried out to estimate differentesing hand-coded and automatically derived
lexicons. Two sources have been used for this information:

e acomputational lexicon, LIFUV (R.Delmonte, 1992), mamweabmpiled for the 5,000 most frequent Italian
verbs

e alexicon of subcategorization patterns automaticallyiaeg from the target corpora, via a learning method
based on Galois lattice theory (R.Basili, 1997).

The results obtained over thHegal corpus are reported in Table 3. Recall and precision overcihipus have
been measured against two sources lexical information.dateeset from thd.egal corpus have been processed
in two different experiments. In the first run (see Precl aad1Rn Table 3), the VSG module has been fed with
subcategorization information derived from the (handex)d_.IFUV lexicon. Prec2 and Rec2 are obtained from
a run where patterns of subcategorization automaticaliiyeie from the corpus (see (R.Basili, 1997)) have been
used.

Table 3:Performance on th&egal corpus using two lexicons

Icd Recl Precl Rec2 Prec2

(LIFUV) | (LIFUV) | (Galois) | (Galais)
Argumental 28.7% | 885% | 299% | 89.1%
Unambiguous| 53.6% | 85.8% | 54.4% | 86.3%
All 67.4% | 71.6% | 68.1% | 72.1%

The similar results show that using automatically acquiesetal information does not affect the system per-
formances. Efficiency is still very high and does not showvaht changes over the three samples.
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3.4. Improving Accuracy

Specific experiments aimed to demonstrate that lexicatinédion improves parsing accuracy, and that auto-
matic acquisition of a subcategorization lexicon from gpesris viable are presented in (Basiial,, 1999a)'. In
order to give a qualitative feeling of the impact this infation has on the performances, in Fig. 3 is reported a
plot of recall and precision figures (with or without the atgd lexicon) for the problem of PP attachment with
respect to the complexiyof the target sentence.

——R_WithLEX
——P_WithLEX
~o-R_NOLEX
~+-P_NoLEX

0 1 2 3 4 5 6 7 8
Sentence Complexity

Figure 3:PP-attachment performances vs. sentence complexity

As the Fig. 3 suggests the trend related to the recall plat garvalues) are very similar in both cases (with or
without lexicon), while the effect of the lexicon has a sgeneffect over more complex sentences @.e- 7).

4. Conclusions

A novel parsing architecture has been here presented. CHA®® system implementing the corresponding
stratification and lexicalization principles. Main outcerof the sentence analysis in CHAOS aré) q set of
unambiguous word chunksij:] the hierarchy of clauses recognized in the source sentéiiéea set of inter-
chunk dependencie&#l) describing major grammatical relations between the reizegl constituents. Contrastive
analysis demonstrate significant improvements with resigea simpler parsing technique (SSA (Basitial,
1994)) over large portions of real corpora in Italian. Ewadion of recall and precision metrics against extensive
test data show a good coverage of the target phenomenadlbasicent structures including PP attachments).
Moreover, the extracted information is richer (e.g. clah@¥archy is also built) with respect to other shallow
approaches. The processing speed shows that the systerfierdivaly be integrated in a real complex and time
contrained NLP system. This makes CHAOS a promising appré@¢he required linguistic processing of a
speech recognition front-end. The variety of the detectéatimation can be effectively used to build sentence and
discourse models in dialogue-based systems. Its coveraggpeeed in fact are crucial advantages with respect to
other (numerical or knowledge based) approaches.

A further positive feature of CHAOS, as a linguistic proagss a speech-driven human computer interface
(HCI), is the portability to specific domains. In restrictetbwledge areas (like those required in HCIs) specific
lexical information (i.e. the verb subcategorization teq) plays a crucial role. In this paper experiments with
automatically acquired lexicons of subcategorization diestrate an objective increase of the overall performance

4In this case, the employed corpus and reference syntaétiariation was the Penn Tree bank (PTB) (Maretisl, 1993), often adopted
as a golden standard for evaluating parsing accuracyR@esevallike (Black et al., 1991))
5An approximate estimation of the complexity of a sentencg beamodeled as follows:

Sentence Complexity = %

where# LV s and# LN s are the number of verbal and nominal links (i.e. VP-PP andARpdefined by the oracle, whi#¢Clauses is the
number of clauses in the sentence.
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(see section 3.4). In other words the parsing architectuegsed in CHAOS ispento the integration of domain
specific lexical information, thus realizing an explicivés of adaptativity. In order to fully assess the feasipilit
of the integration with a speech recognizer, several achital and implementation issues are still open and
experiments over attested (i.e. gold standard) test dataesded. This will be part of future work in this direction.
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