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Abstract

The large-scale applicability of knowledge-based infdioreaccess systems such as the ones based on Informatiaictiod techniques
strongly depends on the possibility of automatically adqgithe large amount of knowledge required. However, trgdassumption
of the IE paradigm, i.e. that the information need is knowadivance, limits inherently its applicability since theultisg IE pattern

learning algorithms are not generally conceived for thdyaim of large corpora if not driven by a specific informatineed. Since
in the terminological studies the corpora and not the infdiom needs already drive the extraction of the knowledyey bffer many
insights and mechanisms to automatically model the knagedembntent of a coherent text collection. In this paper, wi present

a terminological perspective to the acquisition of IE paisebased on a novel algorithm for estimating the domairnvaelee of the
relations among domain concepts. The algorithm and theseptation space will be presented. Before starting tloisison, however,
we will describe the overall process of building a domainotagy out from a extensional domain model (i.e. the colléademain

corpus). Finally, the results of the application of the aitpon over a large domain corpus will be presented and thdtieg ontology is

discussed.

1. Introduction However, the basic assumption, i.e. that the informa-

o . tion need is known in advance, limits the applicability of
The large-scale applicability of knowledge-based infor-y,q | naradigm and of the resulting IE pattern learning al-

mation access systems such as the ones based on Informasihms . In fact, these latter are not generally conceived

tion Extraction techniques strongly depends on the possicyr he analysis of large corpora if not driven by a specific
bility of automatically acquiring the large amountofknew!l <o ation need. If the goal to be achieved is the appli-

edge required. The applicability of these systems oveelarg ., pijity in Jarge, a different approach has to be undertaken
heterogeneous text collections (e.g. the World Wide Web), q,ch a perspective, the final information needs can not

may be one of the keys of success of "emerging” infor-qyi e the learning phase that should totally rely on the cor-

mation access paradigm such as the Question Answering s that has to be the source of this information, i.e. it is
(QA) and the Automatic Summarisation (AS). In fact, the y,q fina| source of information that should suggest the in-

major strength of the Information .Retrieval e“gi”es (typi'formation needs that can be satisfied. This is the typical
cally based on the "poor” abstraction of stem) is due mor& ,se 5 information access system has to face when exposed
to their wide applicability than to their actual retrievalre 1, 4 uncontrolled information scenario (e.g. the Web).
formances.
A very well assessed approach to Information Access ilnche n the termlnol?ilcal lstgd|es hthe cf?rpus IS ‘T’II'
is the paradigm of Information Extraction (MUC-7, 1997; ready the major source of knowiedge, they ofier many in-

Pazienza, 1997). This latter gave the fertile area Wheréights and mechanisms to automatically model the knowl-
dge content of a coherent text collection. Here, in faet, th

a number of techniques for the automatic acquisition of .
knowledge have been proposed. However, these learFOrPUs plays the central role of extensional model for the

ing approaches are focused on the extraction of knowledgf(?lrgm domain where a domain ontology (i.e. a thesaurus)
needed for the satisfaction of a particular informationchee Is extracted from. In this !atter, term"s and rglano”ns among
(i.e. the one expressed by the template) as the IE paradigmem are generally degcrlbed. The operat|onal' notion of
imposes. Therefore, the resulting learning approaches a}grr'n, L.e. that the term is the'surface representatlon of a do-
biased by the fact that they can rely on two important hy-1in concept, allows to define two different levels of anal-

pothesis limiting their search space. From the one side, thé>'s: the notion ohdmissible surface formend the notion

target knowledge domain is generally small and, from theof domain relevanceThe target is generally the extraction
f concepts conveyed by nominal phrases and the inves-

other side, the target information need is very narrow (sucf? . :
as missile launch event in one of the MUC Comcerence)t|gated relations are IS-A and PART-OF. Neverthless this

Therefore, the size of the resulting ontology can be kep'{erminological perspe.ctive. to the extrgctio_r! of IE pattern
controlled and the scope of the learning algorithms is a contd" be adopted for widening the applicability. IE patterns

trolled (and small) corpus. In fact, in unsupervised leagni may be considered as domain relations among specific con

techniques as in (Yangarber, 2001; Riloff and Jones, 1999j:'epts, i.e. typical concepts of the domain and named entity

texts are firstly classified according to their relevancdwit classes that hold by definition the special status of domain
respect to the particular information need and then partic-ConCEptS'

ular surface forms somehow related are extracted and re- In this paper, we will present a novel algorithm for esti-
tained. The first step narrows the corpus that is given to thenating the domain relevance of the relations among domain
second. concepts. As for the term, the application of a terminolog-



ical approach to the problem of the discovering the domaimmake explicit over the particular domain. Finally, since IE
relations among concept has to establish: patterns are ranked according to their importance, in the ac
, i tivity of clustering this guarantees that the most impdrtan
. wh_mh are the surface representations of the target "'vents (and generally the most frequent) may be captured
lations; by the resulting IE system.
e which is the estimator of the "domain importance”for ~ The attention on the clustering activity is somehow one
the discovered relations. of the major difference between the construction of a do-
main ontology for an IE system and the one of a termi-
The algorithm and the representation space will be prenological knowledge base (TKB) (or thesaurus). This is
sented in Sec. 4.. Before Starting the diSCUSSion, hOWGVEﬁﬂairﬂy because of the nature of the typ|ca| target knowl-
we will describe the overall process of building a domainedge domains. Terminology extraction is mainly conceived
ontology out from a extensional domain model (i.e. thefor giving a systematic representation of scientific or tech
collected domain corpus) in Sec. 2. Finally, the results ofological knowledge domains where certain terms are sta-
the application of the algorithm over a large domain corpusple and a relatively small number of surface forms are used
will be presented and the resulting ontology discussed (Sego convey a domain concept. On the other hand, in the news
5.). streams (the areas in which |IE system has to find the in-
o formation) domain concepts and, more often, domain re-
2. Building an ontology for a large-scale IE  |4tions are generally conveyed by more than one surface
system form. It is the equivalence between different event proto-
A large-scale IE system for a news agency should bdyPes, i.e. prototypes that specifies the possible instance
able to scan news streams. The activity of building theof the "Who? Where? What? When? Why?” events, that
needed knowledge base is therefore a huge task. HowevéRay make the difference.
in our opinion, this may be undertaken using some insight
given by the terminology extraction practice. News streams 3. Domain relations among concepts as
are, in fact, coupled with a news classification scheme that event prototypes
can be more or less complex (cf. IPTC standards (IPTC,

)). This rough or fine-grained classification over the news Event prototypes (or |E patterns) used by IE systems

items allows the definition of coherent knowledge areaé"-,J perform the activity of extracting information are very

over which terminology extraction techniques can be help-Slmllar to what a domain relation among domain concepts

ful. Each collection of news items belonging to a class ismay look like. Given for instance the financial domain, the

in fact the extensional model for the underlying domain ac_pro;otype necessary to extractsell event” from the fol-
cording to the classifiers. lowing news items:

The process of the knowledge modelling is sketched ir\ExampIe 1 Financial news excerpts
the following. Given the corpus as model for the knowl-
edge domain (or class) under investigation, the activities
that have to be carried out for building the domain ontology (a) Eon, the German utility formed by the merger of

are the following: Veba and Viag, is poised to sell its electronics
arm to an Anglo-American consortium for about
$2.3bn.

1. the definition of the named entity classes

2. afirst analysis of the corpus for the acquisition of the

most important concepts and relations among the con{b) It is understood to be near a deal to sell the
cepts Longview smelter for $150m to McCook Metals.

3. the analysis of the extracted domain knowledge for thenay have the following form:
definition of the top "event” classes

4. the extraction of all the important concepts and relaxample 2 Sell event prototype
tions among the concepts and their clustering under

the defined event classes
sell ( (agent: conpanyNE),

For the activities 2 to 4, terminology extraction practice (pati ent: obj ect),
may be very useful with the notions afdmissible sur- (to: conpanyNE) ,
face formsand of domain relevance The latter is a key (for:currencyNE))

notion that helps in showing to the ontology builder only

the most relevant IE patterns (a combination of the domain.e. a company typically sells something to a company for
concepts and domain relations). These patterns sorted aa-certain amount of moneg (r r encyNE). Here, the two
cording the domain relevance estimated by the importanceamed entity categoriespnpanyNE andcur r ency NE,
function can drive the definition of the top event classesare typical concepts of the financial domain and the showed
The event classes elsewhere referred as "template typesVent prototype is a typical domain relation among these
will represent the knowledge the final IE system is able toconcepts.



Due to the difference on the perspective and on the apa collection of verb contexis = (v, (a1, as, ...a,,)) where
plication domain, some adjustments of the techniques des is the governing verb and each arguments a couple
veloped in terminology extraction are mandatory in the IE(g;, ¢;) representing its grammatical rofe (e.g. subject,
pattern extraction problem. As suggested in the example, inbject, pp(for), pp(to), etc.) and the conceptsemanti-

IE, a major role is played by named entities. They are notally governing it. A context € C' is a positive example
important as surface forms but as generalised forms (i.eof the target relatiom € R if rv = v andr partially cover
their category). This is a major difference with the general, i.e. the arguments afshould then appear in any order in
terminology extraction where named entities are importanthe context.

as instances. For instanddewton’s law andZipf's law Given the domain corpuS represented as a collection
convey very different meaning and are relevant as such anef verb contexts, the objective is to evaluate the relevance
not in a generalised former sonNE' s | aw. The adop-  of each possible relatiofr, (ra;,ras, ...,ray,)). The first
tion of TE techniques on the |E tasks requires that namegroblem is to estimate how many different relations have
entity categories are considered as typical concepts of th® be analysed. This may be obtained after partitioning the
domain. Admissible surface forms also consider the possieorpusC according to the verb governing the contexts. For

bility of selecting forms with named entities (e@pnpa- each verhy, a subset of the corpus is then defined as:
nyNE_shar e whereconpanyNE is a named entity cate-

gory that may be used for detectif§M shares in target C(v) = {(a1, ..., an)|(v, (a1, ...,ap)) € C} 3)
text).

Furthermore, in the IE perspective, the definition and  Notice that the notion of context that we use is open
the extraction of the domain relations plays a major roleto two different 'views'. A lexicalized notion of context
Such a problem is generally neglected in the TE studiess obtained by relying on the full definition. A context
because major efforts are spent in the definition of algot = (v, ((g1,¢1), (92, ¢2), -, (gn,cn))) €xpresses the
rithm for extracting and using catalogues for the generagoverning verbv with the lexical ¢;) and its syntactic
relations among terms such as IS-A or PART-OF (Morin,role (g;) for each argument found within a given corpus
1999; CON, 1998). The resulting methods are not suitabléragment.c; is usually a partially generalized surface form.
for the extraction of domain relations. c; denote thus partially generalized surface forms like

In order to adopt an TE perspective to the IE patternconpanyNE (for fragments likelBM, Financial Times,
learning these two issues have to be faced. In the followind\pple Ltd.) or conpanyNE_shar es for structures like
section we will present our approach to the extraction ofiIBM’s shares. If we neglect this ricHexical information,

domain relations over large collection of texts. and make use a generic concept (e@pj ect) for the
. . . arguments, the remaining information is purely syntactic,
4. Learning domain relations from large making explicit only the grammatical role in the context:

textual collections

The approach to the extraction of domain relations . . .
should be completely corpus driven since information ¢ = (v, (g1, 0bject), (g2, 0bject), ... (gn, object)))
needs are not stated in advance. Therefore, given the coks 4 result the following two sets of arguments in contexts
pusC, all the relations have to be analysed in order to detecg¢ C(v) remain defined:
the more important ones. Since the corpus should suggest
the ty'pical domain re'Iations in the first phase of the con- Ar(v) = {a|3(ay,...,an) € C() Aia; = a}  (4)
struction of the domain model (cf. Sec. 2.), the target rela-
tions should then not to be too far from the admissible sur- - (W) = { (s,0bject)|Fi.gi = sA
face form as happens for the concept spotting in TE. As for 3((g1,¢1); eves (gns en)) € C(0)} (5)
the concept detection, we should then define the admissi- P
ble surface forms and a function for estimating the domain  Given the above sets}, (v) and Ax(v), the setR(v)
importance of the given form. However, a minimal abstrac-of the possible relations for a giveris the following:
tion is needed to take into account the relatively free order
of the participants when they appear in th.e actuall text asin R(v) = U Ri(v) (6)
the above example (Ex. 1). In the following section (Sec.
4.1.), the admissible surface forms and their equivalence
are stated and the size of the problem is estimated. On thehereR;(v) are the collection of individual combinations
other hand, an efficient algorithm for the estimation of theof exactlyi arguments in the set(v) = Ax(v) U As(v)
importance function based on the frequency of the relationghat are syntactically meaningful. The distinction betwee
in the target corpus is presented in Sec. 4.2. lexicalised and syntactic arguments is useful to take into

account the fact that some relations may have a recurrent

4.1. Admissible surface forms: the size of the problem  syntactic argument whose filler concept is not recurrent.

A relationr = (rv, (rai,ras,...,ray)) (as the one of If R(v) is the set of all the relations for the investigated
the Ex. 2) may be represented in a number of different surverbv, the domain importance of eactw) € R(v) should
face forms. Due to the fact that the corpus should suggedte assessed. Therefore, at least the evaluation of the fre-
the important relations, we will only consider the realisa-quency of the relation(v) over the corpu€’(v) has to be
tion of r in verbal phrases. The corpdss then seen as used.

i=1...MC(v)



Given the defined sets, the size of iR&v) set s, in the The overall domain importance estimation procedure

worst case, the following: may take also advantage from the fact that the order of the
. relation arguments may be fixed after the analysis of the
IR(v)| = Z ( |A(v)] + i—1 )1 @) promising syntactic patterns. The final counting activity
7

can be thus performed with a simple sorting algorithm with
the O(nlog(n)) complexity. In this case is directly re-
lated to the number of context samples in the coi@us).
The procedure is sketched in the following:

i=1...MC(v)

whereM C(v) is the maximum context size for the vesb
in C(v). Itis worth noticing thatR(v)| values lie in a very
large range, due to the size df(v). In the next section
we concentrate on a measure of relevance (for the targ@rocedure SelectAndRankRelation&(v),C (v))
domain) that allows to systematically reduce the size of the begin

space where pattern selection is applied for each werb SelectRy (v) = {r € Rx(v)|hits(r,C(v)) > K};
SetL = (J;
4.2. Estimating the importance: Counting efficiently for eachr € Ry (v)
instances of event prototypes L :=LUprj(C(v),r);

Given the corpug’, the space of the possible relations RankedR(v) := CountEquals(L);
is huge. This inherent complexity is the result of tackling return RankedR(v);
the argument order freedom that is neglected in (Yangarber, end
2001). In order to tackle with the problem, an informed
exploration strategy may be settled. This strategy can not
take advantage on the biasing given by the awareness Of ) . , L
the final information need that is typical of the IE pattern'aion 7 In C(v) e prj(C(v),r) is the projection of the

extraction algorithm. However, some observations may b&ONtexts inC(v) on the syntactic relatiom. The pro-
useful for the purpose: cedureCountEquals(L) using a standard sorting algo-

rithm counts the repetition of each elementZin Finally,
RankedR(v) is the set of couple§f, r) where f the fre-
o the target of the analysis is to emphasize the more imguency of the relation € R(v) on the corpus.
portant relations arising from the domain corpus

herehits(r,C'(v)) is the number of instances of the re-

A case study: IE patterns for the financial
domain

. . ) . The above methodology has been applied for the defi-

A very simple but effective domain relevance estima-pjtion of an ontology for a financial domain. The ontology
tor is represented by the frequency of the relation in the;onstruction steps have been followed. Firstly, an homo-
corpus. In this perspecitive, the more important relationgyeneous collection of texts has been prepared as the model
are the more frequent. Therefore, the above considerationg, the target domain, namely a collection of 13,000 news
may reduce the complexity of the search algorithm if onlystories of theFinancial Timeover a period of time rang-
promising relation are explored, i.e. patterns whose genefng from 2000 to 2001. The corpus will be hereafter called
alisations are over a frequency threshold. FinTimeNews. The analysis of the corpus has been car-

The idea is then to drive the analysis using the patterfied out with the Chaos robust parser (Basili et al., 2000).
generalisation that may be obtained projecting the pattern | the tables 1 and 2, excerpts of the lists related to the
on their "syntactic” counterpart. The projectitiir) ofthe  complex concepts and the relations governed by the verb
relationr over the syntactic spaceis defined as follows: 5 makeare respectively shown. The lists are sorted ac-

¢ the frequency of a specific relation strictly depends on
the frequency of a more general relation

i(r) _ (i(rm) i(mm)) cording to their frequency in theinTimeNewsorpus {f in
. T the tables). A manual assessed domain relevance is then re-
where X(ra;) = ra; if ra; is a "syntactic” argument ported (DR in the tables). The rate of the complex concepts

(ra; € Ax(v)) orf:(rai) = (s;,0bject) if ra; = (g;,c;) is  retained as useful exceeds the 60% in the presented top 50
alexicalised argument¢; € A, (v)). The resulting search positions. It is worth noticing that many of the complex
spaceRy (v) = {f;(r)|r € R(v)} is greatly smaller than concepts that have not been judged important for the do-
Ry (v) since|Ax (v)| >> |Ax(v)| = #preposition + 2. main are in fact relevant time indicator. These are not use-
This search space can be used for the extraction of th&!l for understanding the nature of the domain knowledge
more promising generalised relations. This sulfetcan  but they are precious in the perspective of a IE system for
be used for narrowing the search space of the foIIowing}he characterisation of the time stamp of the event. Some
step. In fact, when the acceptance threshold is settled, tHef these expression such sr st _hal f are in any case

resultant admissible relations are confined in the follgwin typical of the financial jargon, in particular they are used i
set: the declaration of the companies’ economic performance.

In the case of the relations governed by the vedke
R(v) = {r@(r) € Rs(v)} (8) the number of domain relevant relations in the top 50 is
around 28%. The other presented relations are generally
"Notice that, in syntactically meaningful contexts, argatse  phraseological use of the same verb.
may appear with multiplicity higher than 1, so that the faieto The sorted lists allows the definition of the top level
expression is a useful approximation. hierarchy of the possible events in the financial domain.



f Surface form DR

2924 | ast _year

1739 chi ef _executive
1138 | ast .week

1086 next _year

956 per cent NE_st ake
946 entityNEshare

834 I ast .mont h
737 oil _price
687 joint.venture

641 first_hal f

631 pre-taxprofit

618 interestrate

583 entityNEyesterday
575 entityNE.conpany
551 stake.i nentityNE
499 prime.m ni ster

453 first.time

438 entityNEmarket
431 entityNEindex

429 ear ni ngs_per _share
413 share.inentityNE
412 nobi | e_phone

396 profit_of _currencyNE
374 next _nont h

361 second_quarter

358 entityNEofficial
348 second-hal f

341 f ewyear

341 same.tinme

337 entityNEgover nment
332 next week
318 | ast _ni ght

316 percent NEri se
316 end.of _t he_year
309 end.of dat eNE

299 entityNE sshare
291 econom c_growt h
285 recent year

281 | oss_of _.currencyNE
281 central .bank

275 entityNEdeal

269 per cent NEi ncr ease

267 per cent NE_st ake_i n.enti t yNE
248 publicoffering

240 executive.of _entityNE

237 net _profit

234 past _year

234 entityNEeconony

230 acqui sition.of .entityNE

229 entityNEshar ehol der

AN

AN SN S NN NN

<

ESS YN S NSNS NN

Table 1:Complex concepts iFinTimes News

f Surface form DR

150 (make,[(dirobj,sense)])

132 (make,[(dirobj,money)]) v

121 (make,[(dirobj,profit)]) v

118 (make,[(dirobj,decision)])

108 (make,[(for,entityNE)])

106 (make,[(dirobj,sense),(subj,null)])

102 (make,[(in,locationNE)])

100 (make,[(to,entityNE)])

100 (make,[(dirobj,null),(for,entityNE)])

95 (make,[(subj,company)]) v

87 (make,[(dirobj,acquisition)]) v

83 (make,[(for,null),(subj,entityNE)])

81 (make,[(dirobj,null),(to,entityNE)])

80 (make,[(dirobj,null),(in,locationNE)])

79 (make,[(dirobj,progress)]) Vv

76 (make,[(in,entityNE)])

75 (make,[(dirobj,null),(subj,company)]) Vv

71 (make,[(subj,locationNE)])

71 (make,[(dirobj,use)])

71 (make,[(dirobj,difference)])

66 (make,[(dirobj,use),(of,null)])

65 (make,[(subj,entityNE),(to,null)])

60 (make,[(dirobj,offer)]) v

57 (make,[(subj,null),(to,entityNE)])

57 (make,[(dirobj,null),(in,entityNE)])

55 (make,[(dirobj,profit),(subj,null)]) Vv

55 (make,[(dirobj,null),(subj,locationNE)])

54 (make,[(dirobj,effort)])

53 (make,[(in,locationNE),(subj,null)])

53 (make,[(dirobj,currencyNE)]) Vv

51 (make,[(dirobj,mistake)])

50 (make,[(dirobj,null),(subj,entityNE),(to,null)])

49 (make,[(dirobj,debut)]) v

48 (make,[(for,entityNE),(subj,null)])

48 (make,[(dirobj,money),(subj,null)]) v

48 (make,[(dirobj,bid)]) V4

47 (make,[(dirobj,locationNE)])

46 (make,[(on,null),(subj,entityNE)])

45 (make,[(dirobj,null),(for,entityNE),(subj,null)])

45 (make,[(dirobj,entityNE),(dirobj2,null),(subj,nul))

45 (make,[(dirobj,difference),(subj,null)])

44 (make,[(dirobj,sense),(subj,it)])

42 (make,[(dirobj,progress),(subj,null)])

42 (make,[(dirobj,decision),(subj,null)])

41 (make,[(dirobj,investment)]) v

40 (make,[(dirobj,payment)]) v

39 (make,[(dirobj,case)])

38 (make,[(dirobj2,currencyNE)])

37 (make,[(dirobj,contribution)])

35 (make,[(with,entityNE)])

35 (make,[(dirobj,loss)]) V4
Table 2: Relations governed by the verbo make in
FinTimesNews

These have been defined as follows:

1. Relationships among companies
(@) Acquisition/Selling
(b) Cooperation/Splitting

2. Industrial Activities
(@) Funding/Capital

(b) Company Assets (Financial Performances, Balance
Sheet Analysis)

(c) Staff Movement (e.g Management Succession)
(d) External Communications
3. Company Positioning
(a) Position vs. the competitors
(b) Market Sector
(c) Market Strategies

4. Governamental Activities

(a) Tax Reduction/Increase
(b) Anti-trust Control

)]

. Job Market - Mass Employment/Unemployment
. Stock Market

(@) Share Trends
(b) Currencies Trends

(2]

Once the definition of the top level events has been
completed, the discovered event prototypes have been
manually clustered according to their class. To give the
flavour of the information contained in the produced
knowledge base, in the following an excerpt of the event
prototypes of th&€ompany Assetdass are presented:

Company Assets Event Prototypes
(cut,[(subj,entityNE),(dirobj,cost)]))
(rise,[(subj,profit),(to,currencyNE)])
(rise,[(from,currencyNE), (subj,profit),(to,currenckN)
(issue,[(subj,entityNE),(dirobj,profivarning)]))
(suffer,[(subj,entityNE),(dirobj,loss)])
(report,[(subj,entityNE),(dirobj,lossf_currencyNE)])
(announce,[(subj,entityNE),(dirobj,loss_currencyNE)])

The analysis of, 100 patterns give rise t829 patterns re-
tained as useful for the definition of the event prototypes in
one of the give class.

6. Conclusions and future work

In this paper we presented a terminological perspective
to the extraction of IE patterns. This corpus driven method
is more suitable for a wide application of IE-based systems
with respect to learning methods driven by the specific in-
formation need. The presented method helps in performing
the activities required for building a domain ontology sinc
the concepts and the relations are presented according to
their relevance for the target domain.

Many issues are still open and are objective of further
research. First of all, a more complete evaluation of the
method should be performed with respect to the task of



event recognition. The acquired ontology should be evalu-
ated in order to understand if the level of detail of the event
prototypes is deep enough for the experts to classify the
event prototypes in the correct class. Therefore, we intend
to study the possibility of automatically cluster the event
prototypes once the domain top level hierarchy has been de-
fined. We will try here to adopt a booting algorithm and we
will study the size of the necessary booting data. Finally,
domain relations (i.e. |IE patterns) not headed by verbs may
be an interesting area of research.
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