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1. Page 562: the second paragraph shuold be:
“In the second step, we select the final anchor set A′ ⊆ A, such that
∀wh∃!wt. < wt, wh >∈ A′. The selection is based on a simple greedy
algorithm. Given two pairs < wt, wh > and < w′

t, wh > to be selected
and a already selected pair < st, sh > where sh is close to wh, the
algorithm considers word proximity (in terms of number of words)
between wt and st and between w′

t and st, and it chooses the nearest
word.”
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